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The meaning of Panel Data 

•Time 
series 
data 

Many time series  
and one  
individual data

•Cross 
Section 
Data 

Many individual 
data and one 
time series

•Panel data 

combination of 
time series and 
cross section data



The meaning of Panel Data
• Refer to the combination of time series and cross data where the observation consist of several individual and 

time series. It can be 

1. Individual

2. Household 

3. Industry

4. City

5. State or District

6. Country

The time series of the panel data can be : daily data, weekly, monthly, quarterly and yearly



Example of Panel Data 

Short and Wide ( large 
N and short t) Long and Narrow (Small N 

and long T)
Long and Wide (Large N 

and Long t)

How 
idealThe

panel data?



Short and Wide 

• Panel Study of Income Dynamics (PSID) has followed approximately 8,000 families
since 1968.3 The U.S. Department of Labor conducts National Longitudinal
Surveys (NLS) such as NLSY79, “a nationally representative sample of 12,686
young men and women who were 14–22 years old when they were first surveyed
in 1979 These individuals were interviewed annually through 1994 and are
currently interviewed on a biennial basis.” Such data sets are “wide” and “short,”
because N is much, much larger than T.

• Using panel data sets of this kind we can account for unobserved individual
differences, or heterogeneity. Furthermore, these data panels are becoming long
enough so that dynamic factors, such as spells of employment and
unemployment, can be studied. These very large data sets are rich in information,
and require the use of considerable computing power.



Long and Wide -

• Indicating that both N and T are relatively large

• Macroeconomists who study economic growth across

nations employ data that is “long” and “wide.” The Penn

World Table5 provides purchasing power parity and

national income accounts converted to international prices

for 182 countries for some or all of the years 1950–2014,

which we may roughly characterize as having both large N

and large T.



Long and Narrow 

• with “long” describing the time dimension and “narrow” implying a    

relatively small number of cross-sectional units

• A “long and narrow” panel may consist of data on several firms over a

period of time.

• A classic example is a data set analyzed by Grunfeld and used subsequently

by many authors.2 These data track investment in plant and equipment by N

= 11 large firms for T = 20 years. This panel is narrow because it consists of

only N = 11 firms. It is relatively “long” because T > N.



Advantages of Panel Data – I only list Three of 
them though there are more

Cater the heterogeneity 
(heterogeneity 

individual)

Overcome the problem of omitted variables ( 
important variable are missing and unimportant 

variables are presents - not following the theory) 

Minimize the problem of multicollinearity 
due to a lot of information and variation



Disadvantages of panel data 
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The way of 
organizing survey is 
wrong or not 
complete /missing 
information during 
a survey 

A
tr

ri
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n For repeated 

question – there 
might be a missing 
data – maybe 
respondent 
absence after 
several time being 
interviewed 



Panel Data – Main Issue – The unobserved 
Individual Heterogeneity 

• Meaning – The individual heterogeneity cannot be measured, 
however from the panel data – the heterogeneity can be detected 

• Example –

• The policy for every company and strategy is different from one 
another.

• The commitment of the manager in different department to achieve 
target in the production 

• Different ability of the student to achieve higher marks



Why Panel Data anyway?

• If we use OLS – the OLS will be bias, because it unable to capture the 
individual heterogeneity from the individuals data (test pooled OLS vs 
LSDV –fixed effect)

• Therefore, the panel data analysis is able to capture the differences 
among individuals (this is individual heterogeneity) and between time 
period.

• The assumption is that it is not possible for every individuals to have 
the same characteristics. In addition, every individual can change 
maybe their attitude from year to year.

• How? Panel data can capture the individual heterogeneity from the 
error term. 



Error Component Model –example for 
Grunfeld data  

• 𝐼𝑛𝑣𝑒𝑠𝑡𝑖𝑡 = 𝛽1𝑚𝑣𝑎𝑙𝑢𝑒𝑖𝑡 + 𝛽2𝑘𝑠𝑡𝑜𝑐𝑘𝑖𝑡 + 𝜀𝑖𝑡

• What is error term /residual

• 𝜀𝑖𝑡 =⋋𝑖 +𝑢𝑖𝑡 - where 𝜀𝑖𝑡 = epsilon of individual data i and 
time period t.  

• Where ⋋𝑖 is individual heterogeneity and 𝑢𝑖𝑡 is an error term –
fulfil Gauss Markow teorem / CLRM

• i only for individual and not affect by time t



Determining the Panel Data Analysis

Fixed Effect 
Model?

Random 
Effect Model?



Fixed effect model 

• 𝐼𝑛𝑣𝑒𝑠𝑡𝑖𝑡 = 𝛽0 +𝛽1𝑚𝑣𝑎𝑙𝑢𝑒𝑖𝑡 +𝛽2𝑘𝑠𝑡𝑜𝑐𝑘𝑖𝑡 + 𝜀𝑖𝑡

𝜀𝑖𝑡 = ⋋𝑖 +𝑢𝑖𝑡

𝐼𝑛𝑣𝑒𝑠𝑡𝑖𝑡 = 𝛽0 + 𝛽1𝑚𝑣𝑎𝑙𝑢𝑒𝑖𝑡 +𝛽2𝑘𝑠𝑡𝑜𝑐𝑘𝑖𝑡 +⋋𝑖 +𝑢𝑖𝑡

⋋𝑖 is assume as a fixed parameter can be added with the intercept such as 

𝐼𝑛𝑣𝑒𝑠𝑡𝑖𝑡 = (𝛽0+ ⋋𝑖) + 𝛽1 𝑚𝑣𝑎𝑙𝑢𝑒𝑖𝑡 +𝛽2𝑘𝑠𝑡𝑜𝑐𝑘𝑖𝑡 ++𝑢𝑖𝑡

𝐼𝑛𝑣𝑒𝑠𝑡𝑖𝑡 = 𝛽0𝑖 + 𝛽1 𝑚𝑣𝑎𝑙𝑢𝑒𝑖𝑡 + 𝛽2𝑘𝑠𝑡𝑜𝑐𝑘𝑖𝑡 ++𝑢𝑖𝑡

This is known as the fixed effect model



Fixed Effect Model

• The fixed effect model capture the individual heterogeneity in the 
intercept value

• The estimation technique apply – LSDV – least square dummy 
variable)

• The fixed effect assume that the coefficient (the regression slope) has 
a fixed value between individuals and between time

𝐼𝑛𝑣𝑒𝑠𝑡𝑖𝑡 = 𝛽0 + 𝛽1𝑚𝑣𝑎𝑙𝑢𝑒𝑖𝑡 + 𝛽2𝑘𝑠𝑡𝑜𝑐𝑘𝑖𝑡 + 𝛽3𝐷1𝑖 + 𝛽4𝐷2𝑖 + 𝛽5𝐷3𝑖 + 𝜀𝑖𝑡

if we have  4 firms = 3 dummy variables



A notes about fixed effect estimation-within 
estimator 
• A fixed group model examines group differences in intercept. 
• The LSDV for this fixed model need to create as many dummy variables as the number of 

entities or subjects. 

• When many dummies are needed, the within effect model is useful since it uses 
transformed variables without creating dummies. 

• Because “within” estimation does not involve dummy variables, thus will make the 
model has larger degree of freedom, smaller MSE, and smaller SE of parameter than 
those of LSDV. 

• This estimation does not report individual dummy coefficients and we need to compute 
them if really need. 

• Also notice that the usual reported in the within effect model is incorrect. 

• In Stata we use xtreg command



Example of Fixed effect estimation, xtreg
within estimation (balance panel data)



Random Effect Model

• The main purpose to add dummy variables in the fixed effect model is 
to let us know the unknown real model due to the heterogeneity  

• However, the drawback of LSDV is the degree of freedom will be 
decrease if we keep adding the dummy variable (increase in i) 

• Therefore, the estimated parameter is not efficient.

• This problem can be overcome applying the Random Effect Model 
where the model estimate the panel data in a such where the error 
has a relationship with the time t and also the individual i.



Random effect model

𝐼𝑛𝑣𝑒𝑠𝑡𝑖𝑡 = 𝛽0 +𝛽1𝑚𝑣𝑎𝑙𝑢𝑒𝑖𝑡 +𝛽2𝑘𝑠𝑡𝑜𝑐𝑘𝑖𝑡 + 𝜀𝑖𝑡

𝜀𝑖𝑡 =⋋𝑖 +𝑢𝑖𝑡

⋋𝑖 is assume as part of the error term or random elements and: 

𝐼𝑛𝑣𝑒𝑠𝑡𝑖𝑡 = 𝛽0+ 𝛽1𝑚𝑣𝑎𝑙𝑢𝑒𝑖𝑡 + 𝛽2𝑘𝑠𝑡𝑜𝑐𝑘𝑖𝑡 +⋋𝑖 +𝑢𝑖𝑡

The meaning of REM is originated from the overall error or the 
combination of cross section 𝑢𝑖𝑡 and individual heterogeneity⋋𝑖



Random effect examples (between estimation)-balance panel data
xtreg with re option to produce FGLS estimates 



Which one to choose? Random effect or Fixed 
effect model?

Hausman Test 

H0 = No correlation 
between individual 

heterogeneity and the 
independent variables

REM

Ha = There is a 
correlation between  

individual heterogeneity 
and independent 

variables 

FEM



Hausman Test

• H null : No correlation between ⋋𝑖 and independent variables – REM

• H alternative : correlation between ⋋𝑖 and independent variables – FEM

When the P value approach zero or P values < α, so :

- Do not reject H null and reject H alternative

- Mean no correlation between ⋋𝑖 and independent variables 

- So the best model is the Random Effect Model

When the P value increase or p values > α , then:

- reject H null and  do not reject H alternative

- Mean there is correlation between ⋋𝑖 and independent variables 

- So the best model is the Fixed Effect Model



STATA EXAMPLE  - SEE DATA EDITOR 



Hausman Test = P value > α do not reject H null – choose REM 

Do not reject Hnull –choose RE

                Prob>chi2 =      0.3447

                          =        2.13

                  chi2(2) = (b-B)'[(V_b-V_B)^(-1)](b-B)

    Test:  Ho:  difference in coefficients not systematic

            B = inconsistent under Ha, efficient under Ho; obtained from xtreg

                           b = consistent under Ho and Ha; obtained from xtreg

                                                                              

      kstock      .3100653      .308113        .0019524        .0024922

      mvalue      .1101238     .1097811        .0003427        .0055298

                                                                              

                     FE           RE         Difference          S.E.

                    (b)          (B)            (b-B)     sqrt(diag(V_b-V_B))

                      Coefficients     

. hausman FE RE, sigmamore

. 


